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We consider the problem of finding optimal generalized polynomials of minimal
L p norm (1 <;; p < CI)). As an application of our results we obtain Gaussian
quadrature formulas for extended Tchebycheff systems. © 19S9 Academic Press. Inc.

I. INTRODUCTION

The problem of finding the element of minimal L p norm (1 ~p < 00 ) from
a family of generalized polynomials is considered where the multiplicities of
the zeros are specified. The zeros themselves are permitted individually to
be either fixed or variable. The existence and uniqueness of the "minimal
element" is demonstrated. The L 1 case was studied in [4, 5]. In our
approach we develop a concise induction process and create a norm
improvement technique while separating multiple zeros to dispose of the
uniqueness and existence questions. We also note that the existence and
uniqueness is routine in the simple zero case, but it becomes a quite
difficult problem in the case of multiple zeros because of the non-linearity.

* This work was done while B. D. Bojanov was visiting the University of Oregon.
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As an application of our results we obtain Gaussian quadrature formulas
for extended Tchebycheff systems.

Because of the factorization properties of polynomials it was well known
how to prove the existence and uniqueness of Gaussian quadrature for
mulas for polynomials via a variational principle. However, it was no clear
how to generalize these results to extended Tchebycheff systems. See the
interesting discussion in the introduction to [7]. To overcome these
difficulties S. Karlin and A. Pinkus in [7] proved the existence and
uniqueness of Gaussian quadrature formulas for extended complete
Tchebycheff systems but they did not use a variational principle. D. Barrow
[2] then gave a very elegant proof of these results for extended
Tchebycheff systems again not using this technique. Furthermore, in [8],
S. Karlin and A. Pinkus showed the existence of Gaussian quadrature for
mulas via this principle (see [5] also). We obtain the results entirely via a
variational principle. Although the factorization properties of polynomials
were not available, we feel our method of proof is no more intricate than
the standard proof for polynomials.

II. EXISTENCE OF A MINIMAL SOLUTION

Let {uJ ;V~+11 c eN [G, b] with [0, 1] c (G, b) be a given set of functions
with the property that

{Ui}f~ 1 forms an "extended Tchebycheff system" for K = N -1, N, N + 1.

(1)

Without loss of generality we may assume that

(K = N - 1, N, N + 1) (2)

for each choice of the points, (t;)f~l' where G<tl~'" ~tK<b. Here we
adopt the usual convention that if

then the (j + A)th column in the matrix (2) is interpreted as

U~A)(tj)' ..., u~P(tj)'

For f = (r1, ... , r N) ERN, we denote by u( f; t) the unique polynomial of the
type

N

U=U N + 1 + L IXiUi
i= 1
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with real coefficients {a..} such that

93

k=l, ...,N, (3)

where a "multiple T k" is interpreted as a zero of u with the corresponding
multiplicity. (If the value of the kth component of f is taken on v times by
the components of f we say "Tk has multiplicity v.")

We are given the multiplicities {vdz= l' {JldZ'= I such that
Lk= 1 vk +LZ'= 1 Jlk = N and the points

Set L1n={x=(Xj, ...,xn):O~Xj~X2~ ... ~xn~l} and for each x=
(Xj, ... , X n )EL1 n , let f=f(x, ()ER N be of the form

f(x, ()= (Xj, ... , XI' X2, ..., X2, X3 , ..., Xn~I' Xn, ..., Xn,
~~ --------------

VI V2 vn

~j, ••• , ~j, ~2' ... , ~2' ~3' ... , ~m~j, ~m, ..., ~m)·
~~ ~

~ m ~

Then if

I(x, () =rlu(f(x, (); t)I P dt,
o

where 1~ p < 00, we seek the x* E L1 n with the property

I(x*, () := min I(x, ()
XE..J n

and we refer to it as the

(
Xj, ...,Xn / ~l> •••,~m) blpro em.
VI' .••, Vn Jlj, ..., Jlm

LEMMA 1. For x E L1 nand k = 1, ..., n the function

belongs to the linear span of {ui}f"=j =: <u j, ..., UN) and

(4 )

(5)

a.e. in [0, 1] (6)

Vk(t) has the same zeros including multiplicities as u(f(x, 0; t)
except at Xk where the multiplicity is one less. (7)
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Proof Let f=f(x, c;). Since u(f; t) has leading coefficient one, we find
vk E <UI' ... , UN>' It is easy to check that u(f; .) can be written in the form

(

Ui['I, ..., 'j] ult)) [ ([ ])J-I_ .. Ui'I"""j
u(,;t)=det j=1, ...,N 1=1, ...,N+1 det . '=1 ' (8)

. I,j , ...,N
1= 1, ..., N+ 1

where U i [, I, ... , 'j] is the (j - 1)st order divided difference of U i with respect
to the nodes {'I' ..., 'j}' A straightforward computation reveals that Vk
satisfies (6) and (7). (For a similar computation see [1]; in particular
(6)-( 11).)

Remark 1. Let Vk(t)=CNU N+ .. , +CIUI' Then using the data at the
zeros of Vk and any t> max 'i' (2) and Cramer's rule imply

(9)

Set vk = Vk(t)/C N' By the same reasoning that was employed in Lemma 1,
we find Vkk:= (iJ/iJXk) Vk(t) E <uI, ..., UN_I> and it has the features:

If 'k has multiplicity Vk> 1, then Vkk has the same zeros including mul
tiplicities as u( f(x, c;); t) except at Xk where the multiplicity is two less,

Combining (6), (9), and (10) we obtain

sgn CNVkk(t) = sgn u(f(x, c;); t)

a.e. on [0, 1] if vk > 1.

a.e. on [0, 1] for Vk > 1.

(10)

(11 )

THEOREM 1. Let 1~ p < 00. Then there is an x* E An which satisfies (4).
Further any such minimizing x* = (xt, ..., x,n is in the interior of An (written
intA n ), i.e., O<xt<· .. <x:<1.

Proof From the representation (8), it is clear that I(x,O is a con
tinuous function of x over An, a compact set in Rn. Thus there exists a
minimizing x* E An- We first show that 0 < xt ~ ... ~ x: < 1. Say for
example that 0 = xt Let xt appear 'OJ times as a component of x* where
o= x~ < ... < xt~ 1 and L:5~ I 'OJ = L:7~ I Vi' The so-called normal
equations are

(j= 1, ..., I) (12)
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with equality for j> 1 where u(t) := u( r(i*, (); t) and oujox,,!= Vi' A con-
1 "sequence of (6) is that (sgn U)V il <0 a.e. on [0,1]. Thus

( lu\P-l(sgnu)vi1dt<O,

contradicting (12). Thus it E (0,1).
We next show that i* lies in the interior of LI n' To avoid some cumber

some notation we assume that n = 2 and that all the components of i* are
equal to xf, The mathematics in the more general case would remain the
same. Let 'i= xt + fia i , i= 1, ..., v := Vl + Vz where

a·=I:/
1 1

--,
Vz

i= 1, ..., V 1

i= Vl + 1, ..., v

and set
F(s, t) = U('l, ... , Tv, ~l' ... , ~N-v; t).

We will establish in this case that

of(s, t)j _ 1 (1 1) 1 oZu '_(_* i'\. )- -- -+- \T x '-J taS S~O 2 V j Vz v(v-l)oxt Z
,.,

au - )+c-o *(r(i*,~);t) (13
X j

for some constant c. Hence since F(O, t) = u(r(i*, (); t)

(14)

by (11) and (12) showing that I(i*, ~) is not a minimum.
To establish (13) we first expand F(s, t) in a Taylor's series about s = 0,

v ou(r, t) I r:.
F(s, t) = u(r*, t) + i~l --a;;- f=f* a i v' S

1 ~ ~ oZu(r; t)! a a O( 3/Z·+- L- L- . i jS + S ),
2i~l j~l OTiOTj f=f*

where r* := r(i*, 0.

640/56/1.7
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Since U(, j, "0' 'v, ~ j, ... , ~N_ v) is symmetric in the ,'s, the terms in the
above expression involving ;-; vanish; moreover we find

Next setting, i = x t + w, i = 1, ..., v, it follows that

=OU(f(X*~ .;); t) = v oU(f; t)!
oXl 0'1 f=f*

(16)

(17)

Considering 'j, ... , 'v distinct at first and then letting them tend to x?
yields,

and hence

where as noted 61 does not depend on '1'

Thus both ou(f; t)/O'l and 02u(f; t)/o,i are scalar multiples of
ou(f(x*, .;); t)lox? since they all have the same set of zeros including mul
tiplicities, which are N -1 in number. Hence it follows from this and (15),
(16), (17) that (13) is valid.

III. UNIQUENESS OF THE SOLUTION

For the problem defined in (5) we will show that the solution to the
normal equations is unique; that is, there exists exactly one x in the interior
of L1 n such that

fk(X; () := J: lu(x, .;; t)1 P-2 U(X, .;; t) vk(x, .;; t) dt = 0 (k = 1, ..., n). (18)

(See (12) for p= 1.)
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Combining this with the results of Theorem 1 will show that there is
exactly one solution to the minimization problem in Anand this solution is
in int An-

Let J = J(x,~) be the Jacobian matrix of X, a solution to (18) with
xE int An, i.e.,

LEMMA 2. Det J> 0,

where Vkj := OVk/OXj and if p = 1, lui p- 2 == 0.

Proof It is easy tosee that 0klE <Uj, ... , UN)' Note further that for p> 1
lu(xf'W-I=O. Thus ifx satisfies (18):

for k=ljifp> 1,

for k =I j if p = 1.

(19)

(20)

In the case where k = j we find

O!k II .1 1

- = sgn UV kk dt = CN sgn UV kk dt> 0
OXk 0 0

if p=l andvk>l (note (11))

O!k = II Sgnuvkk dt + 2Vk(Xk) sgn U(XJ;)
OXk 0

= C N rsgn uvkk dt + 2vk(xdsgll U(XJ;.)
o

(22)

(23 )

forp == 1 and Vk = 1 (note(6) and (11 )). Combining (19)-(23) yields the
result. I
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In the next result we follow [4].

THEOREM 2. For each n, m ~° so that n + m ~ N, there is a unique
solution x* E An to the (x, 0 problem cited in (5). Furthermore x* E int An.

Proof According to our previous remarks it suffices to show that (18)
has at most one solution. For n = 1 the result follows from (23). Let us
assume the result is valid for n - 1 and all m. Hence for each ~ E (a, b) the
problem

(
XI' , Xn_1 I ~j, , ~m, ~ )
VI' , Vn _ 1 {II' , {1m' Vn

(24 )

has onlyonesolution:O<xl(~)<:2(~)<... <Xn-I(~)<1. By the uni
que1;less:ifidthecontiJitlity;'ofeEq: (1"8); x~_I(n is a continuous function of
~ and hence there is a ~I E (0, 1) so that ~1 = X n _ I(~i). Again by induction,
the problem

hhs\only onersolufion;'Note;~hat iftherew~tetwo hxed;points ~I and ~2'
according to (18) each would satisfy the norm~i equations for "problem
(24 )"; i.e.,
~. -~,.' - - :

k = 1, ..., n - 1, i = 1, 2.

It is easy to see that both (xI(~d, ..., xn-I(~d) and (XI(~2)' ''''~(l-1(~2))
satisfy the <1;lqrmal e~UfitipnscQrrespotl;din,g; to "Plbplem (25):';~ut since
Xn-I(~l) # Xn-I(~2)' we have a contradiction of theunicity of (25). Thus
~I is unique and ~ > ~I = Xn-I(O <~. For each ~ > ~I' (XI (~), ""'~n-I(~))
satisfies the equations '. .

fk(X I (~), ... , Xn -I (~h ~ i; ;;'~;~h;,i~l=:,Oi·.:(k."".l; ..., n - 1)

which is equivalent to

(k = 1, ..., n - n. (26)

We claim tp6r~isfexa.~tl¥J(mes'ikh~i.tCon:sideD any,~;» ~fwith.the properiYc
cp(O = 0.
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(27)

(i = 1, ..., n - 1)

Further, (27) and an application of the implicit function theorem to (26)
yield the n linear equations

n-l acp, , -ocpI ;;-:Xj(~)-Cp (~)=~
)=1 uXJ Us

nf af; X;(~) = -af;
j~ 1 ax) a~

in the n unknowns (x~(~), ..., X~-l(O, cp'(O). Solving for cp'(O and using
Lemma 2

cp'(O = det (au1, ..., fn-l' CP)) [det (OU1' ..., fn_l))]-l >0.
a(Xl"",Xn_l'~) a(x 1 , ..·,xn_d

Thus there is exactly one solution and the induction has been advanced. I
Remark. In the case when p = 1 and the v; and j.l; are all even integers

we have

[(x, () =ru(x, (; t) dt
o

and from our results there is a unique x* E int LJ n with the properties:

II au
0= -a*(x*,~;t)dt,

o x;
i= 1, ... , n. (28)

It is easy to show using (28) [7] that there is a unique divided difference
quadrature formula of the form

m /1- 1 1'1 1'2 )+1

QU)=I I aijf[~,~, ...,~]
;= 1 j=O

nVj-2 ~ ~~ ~

+ I I bijf[~l' ..., ~1' ... , ~m, ... , ~m, Xl' ..., Xl' ... , Xi' ..., X;],
;= 1 j=O

(29)

Q(u;) = J: U;(t) dt, i= 1, ... , N.
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Further the "unique x" is x*. This result was recently obtained by D. L.
Johnson [6J and Bojanov et al. [5J by other methods. If ~iE (a, b)\(O, 1),
the condition that the Iti are even can be eliminated.
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